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Figure 1: Head- vs cane-mounted cameras for last-mile navigation. The user navigates toward the entrance of

Anonymous Hall (green arrow in D), situated next to an open plaza—a scenario where traditional canes offer
limited spatial awareness. A) Meta’s Project Aria smartglasses include five cameras (two 150 X 120° mono scene,

one 110 x 110° RGB, and two eye-tracking), plus nonvisual sensors (IMUs, magnetometer, barometer, GPS,

Wi-Fi/Bluetooth beacons, microphones). B) SLAM-generated point cloud from head-mounted (orange) and
cane-mounted (green) cameras. C) Head-mounted camera frames show forward-facing views ideal for landmark
recognition. D) Cane-mounted camera frames capture a broader, ground-level FOV, detecting obstacles beyond

both the cane’s tip and the head-mounted camera’s reach. E) NeRF-based 3D scene reconstructions compare

head+cane (i), head-only (ii), and cane-only (iii) input streams for path planning.
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ABSTRACT

Blind individuals face persistent challenges in last-mile nav-
igation, including locating entrances, identifying obstacles,
and navigating complex or cluttered spaces. Although wear-
able cameras are increasingly used in assistive systems, there
has been no systematic, vantage-focused comparison to guide
their design. This paper addresses that gap through a two-
part investigation. First, we surveyed ten experienced blind
cane users, uncovering navigation strategies, pain points, and
technology preferences. Participants stressed the importance
of multi-sensory integration, destination-focused travel, and
assistive tools that complement (rather than replace) the
cane’s tactile utility. Second, we conducted controlled data
collection with a blind participant navigating five real-world
environments using synchronized head- and cane-mounted
cameras, isolating vantage placement as the primary variable.
To assess how each vantage supports spatial perception, we
evaluated SLAM performance (for localization and mapping)
and NeRF-based 3D reconstruction (for downstream scene
understanding). Head-mounted sensors delivered superior lo-
calization accuracy, while cane-mounted views offered broader
ground-level coverage and richer environmental reconstruc-
tions. A combined (head-+cane) configuration consistently
outperformed both. These results highlight the complemen-
tary strengths of different sensor placements and offer action-
able guidance for developing hybrid navigation aids that are
perceptive, robust, and user-aligned.
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1 INTRODUCTION

Navigating unfamiliar environments independently remains a
significant challenge for blind and low vision (BLV) individu-
als. While mobility aids such as canes and guide dogs provide
essential support, they often fall short in enabling successful
“last-mile” navigation: locating a specific entrance, finding an
empty seat in a crowded room, or identifying small obsta-
cles in cluttered environments [37, 39]. These tasks demand
spatial awareness that extends beyond the physical reach of
traditional tools.

Recent advances in wearable computer vision and inertial
sensing have opened new possibilities for enhancing naviga-
tion [18, 21, 32, 38]. Wearable systems can now interpret
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surroundings in real time and deliver context-aware feed-
back. However, a fundamental question remains unresolved:
where on the body should sensors be placed to best support
real-world navigation?

Head-mounted systems, such as smartglasses, align with
the user’s gaze and are effective for detecting distant or eye-
level landmarks [1]. One promising example is Meta’s Project
Aria, which integrates multiple cameras, IMUs, and cloud-
based services for advanced real-time environment mapping
(Fig. 1A). Chest- and Waist-mounted systems like the Nav-
Belt [40], Tactile Wayfinder [19], and devices explored by
Katzschmann et al. [26] and Wang et al. [44], Commercial
examples like Biped [5], offer slightly broader and more sta-
ble perspectives, but cover largely overlapping regions. In
contrast, cane-mounted configurations provide a radically
different view: lower to the ground, naturally swept across
space, and tightly coupled with tactile exploration. This van-
tage is well-suited for detecting curbs, low-lying obstacles,
and terrain transitions, but is also susceptible to motion blur
and potential SLAM instability.

All three configurations are being actively explored in assis-
tive navigation. Commercial systems like Envision Glasses [12]
and OrCam MyEye [35] rely on head-mounted cameras for
object recognition. Recent efforts have revived the idea of aug-
menting canes with cameras and depth sensors [3, 15, 41, 42],
though issues with motion artifacts, real-time compute de-
mands, and localization accuracy have limited adoption.

Despite these parallel development tracks, there has been
no principled, vantage-focused comparison of sensor place-
ments under consistent conditions. To address this gap, we
conducted a two-part investigation combining qualitative and
quantitative methods:

e Survey of experienced BLV cane users. We col-
lected real-world navigation strategies, pain points,
and device preferences. Participants detailed how they
tackle complex settings like busy sidewalks, bus stops,
and shopping malls. The goal of the survey was to
surface unmet needs, overlooked cues, and strong opin-
ions on what makes a navigation aid trustworthy and
usable.

e Controlled data collection in diverse, real-world
environments. Using synchronized Project Aria glasses
mounted on the head and cane, we compared sensor
vantage with a blind participant across five indoor
and outdoor locations. As illustrated in Fig. 1, a head-
mounted camera (Fig. 1C) may miss critical wayfinding
cues (like a doorframe) captured only in the cane-
mounted stream (Fig. 1D). This setup isolates the
effect of sensor placement from user variation, enabling
a direct comparison of each configuration’s impact
on Simultaneous Localization and Mapping (SLAM)
quality for real-time localization and sparse mapping
(Fig. 1B), and dense 3D scene reconstruction using
Neural Radiance Fields (NeRF) useful for fine-grained
path planning (Fig. 1E).
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This paper thus provides the first comprehensive vantage-
based comparison in this domain. Our results reveal that
cane motion, rather than the low vantage itself, is the pri-
mary source of SLAM degradation, yet that vantage captures
spatial cues the head-mounted view lacks, thereby leading to
richer 3D reconstructions. In sum, our contributions are:

e Qualitative insights from expert cane users, identify-
ing design requirements, challenges, and strong prefer-
ences that highlight how new systems should integrate
with (rather than replace) existing tools and strategies.

e Quantitative evaluation of head- and cane-mounted
sensors under identical conditions, showing how van-
tage affects SLAM-based localization and downstream
tasks like NeRF-based 3D scene reconstruction, and
demonstrating a strong benefit for combined perspec-
tives.

e Design implications for wearable navigation aids
that extend the cane’s spatial reach, grounded in both
technical performance and user-driven needs.

By bridging user insights with consistent, vantage-focused
performance data, this study reframes sensor placement as
both a technical constraint and an opportunity. Our findings
point toward hybrid solutions that harness the stability of
head-mounted views and the spatial richness of cane-mounted
input, moving closer to assistive technologies that are both
robust and deeply aligned with the practices of blind travelers.

2 RELATED WORK

This work builds on a rich history of research in assistive
navigation for BLV individuals, spanning tactile tools, wear-
able systems, and multimodal sensor platforms. We situate
our study within five key areas: navigation challenges, wear-
able systems, cane-mounted sensors, sensor processing, and
user-centered design.

2.1 Navigation Challenges for BLV
Individuals

Navigating environments, particularly unfamiliar ones, re-
mains a major barrier to independence for BLV individu-
als [10, 34, 38]. Traditional aids like white canes and guide
dogs provide essential proximal feedback but often fail to con-
vey broader environmental context, such as layout, landmark
location, or dynamic obstacles [7, 27]. These challenges are
especially acute during “last-meter” tasks like identifying a
building entrance, which fall beyond the spatial range of ex-
isting tools and often occur in noisy, cluttered spaces [22, 39].

Unfamiliar indoor settings pose additional hurdles due to
inconsistent cues and the scarcity of accessible maps [24, 34].
Outdoor navigation, while aided by GPS, suffers in urban
environments and lacks the precision needed for goal-directed
mobility [2, 10, 22]. These deficits create unmet needs not
just for obstacle avoidance but for goal-oriented navigation,
spatial understanding, and exploration support [7, 8, 23, 30,
32].

Effective systems must balance rich feedback with low
cognitive load [7, 36], and align with user priorities, which may

not match technological focus areas [13]. This underscores
the need for tools that augment existing strategies without
disrupting user autonomy.

2.2 Wearable Navigation Systems

Wearable systems integrate visual and depth sensors into
head-, chest-, or belt-mounted configurations to enhance
environmental awareness [9, 25].

2.2.1 Body-Mounted Configurations. Head-mounted devices,
such as Envision Glasses and OrCam MyEye [12, 35], are
effective for tasks like text recognition or detecting distant
landmarks [8, 25], and often align with user preferences [13].
However, their limited field-of-view and gaze-level perspective
may miss ground-level hazards crucial for safe ambulation [1,
29].

Chest-mounted [5, 44] or belt-mounted systems [19, 26, 40]
offer broader, more stable views or deliver directional cues via
haptic feedback. Yet, these setups can suffer from occlusion,
feedback overload, or poor detection of obstacles at non-
standard heights [26, 36]. Across all configurations, achieving
situational awareness and real-time responsiveness remains a
challenge.

2.2.2 Cane-Mounted Configurations. The white cane remains
the gold standard for mobility, prompting efforts to augment
it with sensors for richer feedback [27, 41, 43]. Smart canes
have incorporated ultrasonic sensors, cameras, LiDAR, and
even physiological monitors [15, 45], often paired with haptic
or auditory alerts [20, 36]. The cane’s proximity to the ground
makes it uniquely suited to detecting surface changes and
low obstacles.

However, technical hurdles have hindered adoption, includ-
ing power constraints, form factor limitations, and unstable
camera motion due to cane sweeping [3, 15, 31]. Real-time
vision-based processing from the cane tip remains particularly
difficult due to motion blur and inconsistent inertial measure-
ment unit (IMU) readings. Prior work has highlighted the
cane’s potential, but few studies have rigorously compared
cane-mounted cameras to head-mounted alternatives for tasks
like localization and scene reconstruction. Our work addresses
this gap through controlled, head-to-head evaluation.

2.3 Sensor Processing and Data Quality

Navigation performance is tightly coupled to the quality of
sensor data and its integration. RGB-D, stereo, and Time
of Flight (ToF) sensors provide crucial spatial depth cues
[26, 42], while SLAM systems fuse vision and inertial data
to track pose and build maps in real time [3]. Devices like
Meta’s Project Aria offer tightly synchronized multi-sensor
data streams optimized for such use cases [11] (Fig. 1A).
Sensor placement strongly influences data quality. Head-
mounted systems, while stable, may miss ground-level cues [1,
29]. Cane-mounted systems provide a complementary view-
point but face SLAM degradation due to dynamic motion [3,
31]. New NeRF-based scene reconstruction like EgoLifter [16]
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promise to work on egocentric data and in dynamic envi-
ronments. But they add further constraints: accurate input
poses and viewpoint diversity are key to dense, photoreal-
istic models. This makes evaluating how placement affects
downstream reconstruction tasks essential for robust system
design.

2.4 User-Centered Design in Navigation
Tools

Ultimately, successful adoption depends on usability and in-
tegration with existing mobility strategies. Prior work under-
scores how new technologies can bridge critical gaps in blind
navigation, yet also face significant obstacles to real-world
uptake [6, 14, 17, 25, 33]. For instance, overly complex or in-
trusive solutions may fail to align with established cane skills,
creating more friction than benefit. Co-design approaches
(i.e., engaging BLV individuals early and often) help identify
these real-world constraints, reduce cognitive burden, and
tailor systems to users’ lived experience [4, 13, 28]. Studies
further emphasize the need for concise feedback, seamless
integration with the cane, and support for diverse needs like
exploration, not just obstacle avoidance [18, 23, 30, 34].
While surveys show a preference for wearable systems
that are hands-free and minimally intrusive [13], few exist-
ing technologies fully meet these criteria. This gap between
technical innovation and practical usability underscores the
importance of grounding system development in genuine user
input, ensuring that the resulting tools add value without
undermining the autonomy or expertise of blind travelers.

3 FORMATIVE STUDY: USER NEEDS
& NAVIGATIONAL STRATEGIES

Designing effective navigation aids requires grounding de-
velopment in the lived experiences of end-users and domain
experts. To this end, we conducted a formative study that
combined focus groups and surveys with blind individuals
and a certified orientation and mobility (O&M) instructor.
This dual-pronged approach allowed us to explore everyday
navigation strategies, surface pain points in last-mile mobility,
and establish guiding principles for user-centered design of
wearable navigation technologies.

3.1 Focus Group Insights

We began with small-scale focus groups involving a blind
participant, an O&M instructor, and HCI researchers. These
discussions emphasized co-design and ethics, encouraging
a free exchange of perspectives between stakeholders. The
blind participant described real-world challenges, such as
frustration with smartcanes that failed to outperform a stan-
dard white cane. The O&M instructor contributed insights
into common strategies like shorelining and tactile cue detec-
tion, while researchers helped bridge these experiences with
technical considerations.

Themes from these sessions highlighted the irreplaceability
of the cane’s tactile feedback and the need for technologies
that augment, rather than replace, existing tools. Participants

Apurv Varshney, Lucas Nadolskis, Tobias Hollerer, and Michael Beyeler

emphasized trust, real-time environmental awareness, and the
importance of cognitive load in technology adoption. These
insights directly informed the design of the subsequent survey.

3.2 Survey Methods

Building on the focus group findings, we developed a scenario-
based survey to explore how blind cane users approach com-
plex navigation challenges.

The survey featured three real-world scenarios:

(1) navigating to a restaurant after being dropped off,

(2) navigating a crowded bus stop, and

(3) exploring a shopping mall.
Each scenario included five targeted questions probing orienta-
tion, obstacle avoidance, environmental cues, and challenges.

Participants were recruited via community networks and
screened for eligibility: all self-identified as completely blind,
were 18 years or older, had received O&M training, and were
proficient in cane use. Ten individuals completed the survey
(demographics in Table 1). Responses included Likert-scale
items and open-ended text fields. All values were self-reported.
This study was deemed exempt by our Institutional Review
Board.

3.3 Scenario-Based Results

3.3.1 Scenario 1: Navigating to a Restaurant. Participants
consistently reported relying on auditory cues (e.g., traffic
flow, vehicle sounds) and tactile input (e.g., cane detecting
curbs or pavement changes) to establish orientation. Sound
reflections and environmental structure played key roles in
determining sidewalk versus street boundaries.

For obstacle avoidance, participants emphasized consis-
tent cane sweeps, spatial memory, and use of auditory cues.
Crossing decisions were typically made using parallel traffic
sounds or tactile paving, with soundless intersections de-
scribed as particularly challenging. To locate the restaurant,
participants scanned for open doors, increased foot traffic,
or ambient sounds from inside. Frustrations included poorly
marked entrances, unexpected street furniture, and signal-
less crossings. As P10 noted, “There are so many things to
trip on before I even get to the door.”

3.3.2 Scenario 2: Navigating a Crowded Bus Stop. Identify-
ing the bus stop often involved listening for bus engines or
pedestrian clusters. Participants described using shoreline
techniques and tactile cues (e.g., textured sidewalk changes)
to approach and stay oriented. Positioning themselves safely
while waiting varied: some used poles or benches as anchors,
others stood close to the curb for easier bus access. Recogniz-
ing the correct bus was a common concern, with participants
relying on announcements, route calls, or driver confirmation.
Major challenges included crowd noise, inconsistent announce-
ments, and obstacles like temporary signage or planters. As
P4 remarked, “I’ve been left behind because I didn’t realize
the bus had pulled up behind another.”

3.3.3 Scenario 3: Navigating a Shopping Mall. To get oriented
in a mall, participants used sound reflections, airflow near
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ID Age Range Gender Location Years Since Blindness Onset Years Using Cane Travel Frequency

Cane Proficiency

P1 45-54 F city since birth 20+ weekly moderate
P2 25-34 M urban since birth 11-20 weekly moderate
P3 25-34 M city since birth 20+ daily very proficient
P4 35-44 F urban since birth 20+ rarely very proficient
P5 45-54 M city 20+ years ago 20+ daily very proficient
P6 65+ M city since birth 20+ monthly very proficient
p7 18-24 M urban since birth 6-10 daily very proficient
P8 25-34 M urban since birth 11-20 weekly very proficient
P9 55-64 M rural 20+ years ago 20+ rarely extremely proficient
P10 35-44 M city 20+ years ago 11-20 daily extremely proficient

Table 1: Demographic and mobility characteristics of survey participants (N = 10). All participants self-identified
as completely blind, reported receiving formal Orientation and Mobility (O&M) training, and regularly use a
white cane for independent navigation. All values are self-reported.

entrances, and cane-detected flooring changes. Maintaining
direction involved tracking unique sounds (e.g., music, water
features), tactile landmarks (e.g., carpet transitions), and
scanning for entrances. Distinguishing store entries from open
spaces relied on changes in soundscape or structural cues
like automatic doors. Elevators/escalators were found by
following foot traffic or auditory beacons. Escalator boarding
was described as a high-stress task. Participants identified
disorienting layouts, ambient noise, and a lack of consistent
cues as key challenges. As P7 shared, “It’s like a maze with
no signs I can read.”

3.4 Cross-Cutting Navigation Challenges

In addition to scenario-specific strategies, participants identi-
fied recurring challenges that cut across environments and
situations. These themes reflect both physical and social bar-
riers to navigation, as well as personal adaptations developed
through experience.

3.4.1 Device Attitudes and Preferences. Participants also
rated their agreement with a series of statements about as-
sistive technology preferences (Table 2). Responses suggest
a high level of comfort with both head- and cane-mounted
cameras. However, participants expressed a clear preference
for devices that integrate with, rather than replace, the white
cane. Wearability and hands-free operation were highly val-
ued, as was the ability to maintain control using familiar
O&M techniques.

3.4.2 Environmental and Structural Barriers. Participants fre-
quently reported difficulties in visually uniform or unfamiliar
environments with limited tactile or auditory landmarks.
Malls and parking lots were repeatedly cited as disorienting
due to wide-open layouts and inconsistent cues. Identifying
specific entrances or amenities was a persistent challenge.

3.4.3 Sensory Overload and Interference. Crowded or noisy
environments posed major difficulties. Competing sounds
interfered with participants’ ability to detect helpful cues or
maintain spatial awareness. Bus stops, malls, and city streets
were all flagged as problematic in this regard.

3.4.4 Social and Safety Concerns. Several participants de-
scribed negative interactions with sighted individuals offering
unsolicited or confusing help. These interactions disrupted
orientation and led to a lack of confidence in unfamiliar set-
tings. Feelings of vulnerability in crowded public spaces were
also common.

3.4.5 Personalization and Cognitive Strategies. Many partici-
pants reported adapting their navigation techniques based
on environment familiarity, including switching cane types,
using apps like Soundscape, and employing time-based esti-
mations. Strategies like pre-planning, repetition, and active
spatial mapping were central to their independence.

3.5 Key Findings and Design Implications

Our survey revealed critical insights about last-mile navi-
gation strategies, preferences, and persistent challenges for
blind users:

3.5.1 Navigation strategies depend heavily on multi-sensory
integration. Participants consistently used a sophisticated
blend of auditory, tactile, and occasionally olfactory cues. Au-
ditory information (e.g., traffic sounds, bus announcements,
store music) frequently guided orientation and destination
confirmation. Tactile feedback, particularly through cane ex-
ploration (e.g., identifying curbs, ground textures, walls), was
crucial in maintaining direction, detecting obstacles, and con-
firming precise locations such as bus stops or store entrances.

3.5.2 Obstacle avoidance is essential but secondary to destination-

focused navigation. Users prioritized confidently finding their
destination rather than merely avoiding hazards. Techniques
like shorelining were often strategically employed to sup-
port broader spatial orientation rather than exclusively for
obstacle detection.

3.5.3 Each scenario posed unique but overlapping challenges.
Common difficulties included unclear or non-distinctive land-
marks, unpredictable environmental layouts, dynamic ob-
stacles, and sensory overload in crowded or noisy settings.
Participants also frequently highlighted specific frustrations,
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Table 2: Participant responses to ten navigation and device preference questions grouped under four categories:
Navigation, Trust, Placement, and Form, using a 5-point Likert scale (1 = Strongly Disagree, 2 = Somewhat
Disagree, 3 = Neither Agree Nor Disagree (Neutral), 4 = Somewhat Agree, 5 = Strongly Agree). While formal
statistical analysis was not conducted, responses suggest general comfort with head- and cane-mounted devices,
and a preference for navigation aids that integrate with the existing cane over additional wearable devices.

Category Question

Mean Std. Error

Navigation is primarily about finding my destination. 4.125 1.246
Navigation Navigation challenges limit my independence. 3.875 1.126
Navigation is primarily about avoiding obstacles. 2.375 1.187

i &‘r;s; ~ Safety is the most important factor in navigation. 3.500  1.195
I need assistive technology to be highly reliable before I can trust it. 3.375 1.506

I I would feel comfortable using a navigation device worn on my chest. 4.000  1.069
Placement I would feel comfortable using a navigation device worn on my head. 3.375 1.061
I would feel comfortable using a navigation device worn on my cane. 3.125 1.553

i 1:10;;1 ~ 1 prefer to use a wearable device that provides hands-free navigation support. 3.750 ~ 1.389
I prefer using a navigation aid that integrates with my existing cane rather 2.250 0.886

than a wearable.

such as ambiguous storefront entrances, confusing intersec-
tions, difficulty hearing critical auditory cues, and unexpected
obstacles in busy, dynamic environments.

3.5.4 Technology must complement rather than replace tra-
ditional aids. Participants were generally open to new tech-
nologies, but emphasized the cane’s irreplaceable tactile feed-
back and reliability. They expressed a strong preference for
wearable, hands-free solutions, with head-mounted devices
considered most comfortable. However, they also showed
skepticism about devices requiring additional wearable com-
ponents, stressing the importance of seamless integration
with established navigation techniques.

4 SYSTEM DESIGN AND
EVALUATION

The formative study revealed key insights about the navi-
gation needs and technology preferences of blind cane users.
Participants emphasized the irreplaceable role of the cane,
the importance of multi-sensory strategies, and the desire for
wearable aids that extend (rather than disrupt) their estab-
lished O&M techniques. These findings motivated a deeper
investigation into the technical trade-offs of sensor placement
for camera-based navigation systems.

In this section, we present a structured, quantitative eval-
uation of two promising configurations: head-mounted and
cane-mounted cameras. While head-mounted cameras benefit
from stable positioning and alignment with user gaze, cane-
mounted configurations offer a unique, ground-level viewpoint
with broader spatial coverage due to natural sweeping motion.
However, prior work and participant feedback raised concerns
about motion-induced artifacts and instability, particularly in
real-time systems. To empirically assess these trade-offs, we
collected synchronized sensor data from both configurations
as a blind co-author navigated five real-world environments
using standard O&M techniques.

4.1 Methods

4.1.1 Co-Design Process. Grounded in user-centered design
principles [4, 28], our data collection methodology was shaped
through a co-design process involving a co-author (18+) who
is blind, proficient in independent cane navigation, and has
extensive experience with various navigation aids. Through
iterative planning and feedback sessions, we collaboratively se-
lected study locations to ensure both environmental diversity
and real-world relevance, identified key landmarks aligned
with common O&M strategies, and co-defined the loop-based
navigation task. This close collaboration was essential for
ensuring ecological validity, grounding the experimental de-
sign in the lived experiences of proficient cane users, and
confirming the practical value and appropriateness of the
selected tasks and locations.

4.1.2 Locations. The study was conducted across five envi-
ronments (two outdoor and three indoor) chosen to reflect
a diverse range of last-mile navigation challenges (Table 3).
Locations included both structured settings (e.g., hallways,
doorways) and unstructured or cluttered spaces (e.g., open
plazas, furniture clusters). Each route was populated with
common wayfinding elements like curbs, planters, floor tran-
sitions, and ambient pedestrian traffic. This diversity enabled
us to evaluate performance across a range of spatial layouts,
obstacle types, and sensory conditions, including variable
lighting and acoustic environments.

4.1.3 Data Collection Procedure. At each location, the blind
co-author first completed a brief familiarization phase with an
experimenter. Together, they walked the predefined looped
route (beginning and ending at the same location) while
the sighted experimenter described and pointed out key in-
termediate landmarks (e.g., textured flooring, architectural
features, obstacles) that had been selected during the co-
design process. Example landmarks are shown in Fig. 2. This
process ensured the blind co-author had a consistent frame of
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Scenario Distance Landmarks

Outdoorl 30m
Outdoor2 25m

Tactile warning pad, pillars, walls
Sidewalk-to-plant area border, manhole

cover

Indoorl 35m Floor mat at elevator, doors, railings,
walls

Indoor2 70m Garbage cans, walls, floor mats at exit
door

Indoor3 45m Garbage cans, hard-to-carpet floor tran-

sition, chairs, floor outlets, partitions

Table 3: Overview of navigation scenarios used in
the study. Each scenario corresponds to a specific
physical location with a predefined walking path (dis-
tance indicates end-to-end route length) and notable
environmental landmarks.

Figure 2: Examples of key visual and tactile land-
marks encountered during last-mile navigation tasks,
including floor transitions, textured surfaces, door-
ways, tactile paving, and environmental boundaries.
While this figure emphasizes features detectable via
vision or touch, participants also described using au-
ditory and olfactory cues.

reference for each environment before independent navigation
began.

During the main trial, the co-author navigated the route
independently using standard O&M techniques. Two identical
Project Aria smartglasses devices were used: one worn on the
head and one mounted securely to the co-author’s mobility
cane. Each device featured an RGB camera, two monochrome
scene cameras, dual IMUs, magnetometer, barometer, GPS,
and audio sensors. This setup ensured synchronized and com-
parable sensor streams from both perspectives. Navigation
was entirely self-directed; the co-author determined pace,
route-finding strategies, and landmark identification using
auditory, tactile, and proprioceptive cues. Minimal verbal
assistance was provided, and only when necessary for safety.

Each environment presented realistic last-mile challenges,
including static obstacles (e.g., trash cans, furniture), dy-
namic elements (e.g., pedestrians), and variable lighting.

This protocol enabled direct comparison of head- and cane-
mounted perspectives under consistent, real-world navigation
conditions.

4.2 Results

4.2.1 SLAM Performance. Effective path planning requires
reliable spatial awareness, which in assistive systems is typi-
cally provided by SLAM. SLAM enables a system to generate
a map of its surroundings (via 3D point estimation) while si-
multaneously tracking its own position and orientation (pose
estimation) within that map. This functionality is especially
critical in unfamiliar environments where no prior map is
available.

To evaluate how sensor placement impacts SLAM quality,
we compared outputs from Meta’s MultiSLAM framework
using their Machine Perception Services (MPS) using synchro-
nized data from head-mounted and cane-mounted Project
Aria devices.

We evaluated SLAM performance across the five real-world
environments (examples in Fig. 3) using two key metrics de-
rived from the system’s outputs: the proportion of “accurate”
3D map points and the proportion of “accurate” camera
pose estimations, as defined below. First, raw 3D point cloud
data generated by SLAM often includes points with high
positional uncertainty or geometric inaccuracies. To assess
map quality, we filtered these raw points based on nominal
quality thresholds (i.e., a maximum inv_dist_std of 0.005 and
a maximum dist_std of 0.01) provided by the SLAM system.
The proportion of points remaining after filtering constitutes
our first metric, termed high-quality 3D points. Second,
the SLAM system assigns a quality score (ranging from 0 to
1) to each estimated camera pose, indicating confidence in
the localization result. To evaluate the accuracy and stability
of the localization, we applied a strict criterion, consider-
ing only poses assigned the maximum possible quality score.
Therefore, we filtered out any pose estimate with a quality
score below 1.0. The proportion of poses meeting this high-
confidence threshold constitutes our second metric, referred
to as accurate pose estimations. When interpreting the
SLAM results, it is important to differentiate between raw
counts and performance ratios. For pose estimations, a higher
total count, particularly observed for the cane configuration,
likely reflects the more dynamic trajectory sampled rather
than indicating superior SLAM performance itself; therefore,
the ratio of accurate poses serves as the primary indicator of
localization stability in our analysis. In contrast, for the 3D
map points, while the ratio of high-quality points indicates
the reliability of the generated map features, the total num-
ber of points generated (often higher for the cane) may offer
insights into the extent of environmental coverage achieved
due to the sensor’s motion. Consequently, both the total
point count (suggesting potential coverage) and the accuracy
ratio (indicating reliability) can be valuable considerations
when evaluating the overall mapping capabilities of each
configuration for different downstream tasks.
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Location High-quality 3D points 1 Accurate Pose Estimations 1

Cane Head Cane Head
Outdoorl 26.5% (361,373 / 1,364,893) 35.9% (390,267 / 1,087,275) 58.2% (69,125 / 118,771) 98.3% (111,789 / 113,676)
Outdoor2 27.3% (81,252 / 297,735) 34.5% (99,566 / 288,453) 55.1% (20,010 / 36,300) 99.9% (42,759 / 42,810)
Indoorl 27.3% (449,647 / 1,645,114) 39.7% (442,985 / 1,116,486) 84.7% (166,447 / 196,584) 99.9% (196,912 / 197,014)
Indoor2  19.6% (297,709 / 1,520,318)  27.4% (281,707 / 1,029,381) 73.2% (150,316 / 205,414)  99.4% (200,814 / 201,988)
Indoor3 22.4% (498,057 / 2,223,797) 34.1% (471,954 / 1,382,517) 94.6% (201,190 / 212,647) 99.9% (207,038 / 207,089)

Table 4: Comparison of SLAM performance across five navigation environments, showing the percentage and
raw counts of high-quality 3D points and accurate pose estimates (1 higher is better), reported as a fraction of
total 3D points or pose estimates. High-quality points are those with low positional uncertainty, and accurate
poses are those assigned the maximum confidence score (1.0) by the SLAM system. Bolded values indicate the

best-performing configuration within each environment.

Location Performance Metric

Head-Mounted

Cane-Mounted
(No Sweep)

Cane-Mounted
Camera

Camera

Outdoor  High-quality 3D points 1 37.6% (50,531 / 135,285)
Accurate pose estimations 1  99.6% (13,315 / 13,366

Indoor High-quality 3D points 1 38.0% (82,448 / 217,227

Accurate pose estimations 1

99.8% (25,561 / 25,613

26.6% (40,846 / 153,566)
39.5% (6,868 / 17,408)

30.1% (44,744 / 148,832)
83.2% (11,095 / 13,338

=
=

34.2% (101,556 / 296,521)
92.6% (27,437 / 29,628)

39.2% (115,779 / 295,671
98.5% (26,167 / 26,575

NSNS
T —

Table 5: Comparison of SLAM performance across indoor and outdoor environments, evaluating standard
head- and cane-mounted configurations against a cane-mounted condition with sweeping motion disabled
(“No Sweep”). Metrics include the percentage and raw counts of high-quality 3D points and accurate pose
estimates (1 higher is better), reported as a fraction of total points or estimates. High-quality points are those
with low positional uncertainty; accurate poses are those assigned the maximum confidence score (1.0) by the
SLAM system. Bolded percentages indicate the best-performing configuration for each metric within each

environment.

As summarized in Table 4, the head-mounted configura-
tion consistently outperformed the cane-mounted one in both
metrics. Pose estimation from the head-mounted camera was
highly stable across all locations, with accuracy exceeding
98%. In contrast, pose accuracy for the cane-mounted camera
was notably lower and more variable, dropping to 55-58% in
outdoor settings. These deficits likely stem from the dynamic,
sweeping motion of the cane, which introduces erratic tra-
jectories and motion blur—conditions that challenge SLAM
algorithms.

While the cane-mounted configuration often generated
more raw 3D points—owing to its broader and more dynamic
field of view—these points were less likely to be accurate.
The head-mounted camera produced a higher proportion
of high-quality 3D points, reflecting more consistent visual
features and motion patterns better suited for SLAM.

In short, although the cane-mounted configuration offers
greater environmental coverage, the head-mounted configura-

tion provides more reliable localization and mapping—suggesting

a fundamental trade-off between spatial breadth and signal
stability.

4.2.2 Analyzing Motion-Induced Degradation. To isolate the
factors contributing to degraded SLAM performance in the

Location Cane Head Head+Cane
Outdoorl 12.95 4+ 3.34 13.32 £3.85 13.89 &+ 3.91
Outdoor2 12.66 &+ 1.75 16.23 = 3.35 17.87 + 2.82
Indoorl 19.56 &+ 2.41 19.73 £ 2.00 22.21 + 2.74
Indoor2 21.25 £ 2.18 18.44 + 2.13 21.50 £ 2.46
Indoor3 16.22 £+ 2.33 15.76 £ 2.55 16.46 £+ 2.19
" Outdoor ~ 12.89 + 3.04 14.12 £ 3.92 14.90 & 4.05
Indoor 18.96 + 3.13 17.94 £ 2.78 19.99 £ 3.57

Table 6: The table reports PSNR (1 higher is better)
for each location under three input configurations:
Cane-mounted, Head-mounted, and Head-+Cane.
Bold values indicate the significantly highest PSNR
for each row, highlighting the improved performance
of Head+Cane configuration in all scenarios.

cane-mounted condition, we conducted an ablation study us-
ing three sensor configurations: (1) head-mounted, (2) cane-
mounted (typical dynamic sweep), and (3) cane-mounted
(stationary, “No Sweep”). The stationary cane-mounted setup
involved holding the cane still in a natural position, elim-
inating motion-induced blur while preserving the altered
point of view. Results showed a clear improvement: pose
estimation accuracy rose from 39.5% to 83.2% in outdoor
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Outdoor2 Indoor2

Indoor1

Outdoor1

Indoor3

Figure 3: Semi-dense 3D point clouds and global
closed-loop trajectories captured across five locations
(Outdoor1-2, Indoor1-3). Point clouds were gener-
ated using Meta’s MultiSLAM. Trajectories are over-
laid in orange (head-mounted camera) and green
(cane-mounted camera), illustrating differences in en-
vironmental coverage and motion patterns between
sensor placements.

settings—substantially narrowing the gap with the head-
mounted configuration (99.6%, Table 5).

These findings suggest that the primary cause of SLAM
degradation was not the viewpoint of the cane per se, but
the erratic motion patterns introduced by sweeping. Rapid,
irregular motion likely overwhelmed the SLAM algorithm’s
ability to track consistent visual features and contributed
to poor pose convergence, particularly in environments with
inconsistent lighting or sparse structure.

This reinforces the idea that cane-mounted cameras of-
fer valuable spatial information but require stabilization or
filtering techniques to become viable for real-time mapping.

4.2.3 NeRF-Based 3D Scene Reconstruction. While SLAM
provides sparse maps and pose estimates for basic navigation,
richer 3D representations can better support downstream
tasks like spatial reasoning and fine-grained path planning.
To explore this potential, we used Neural Radiance Fields
(NeRF) to generate dense, photorealistic 3D reconstructions
from each sensor configuration. Specifically, we employed
the EgoLifter [16] model, which is optimized for egocentric
video with complex motion and dynamic elements typical of
real-world navigation.

Reconstructions were generated using three configurations:
head-mounted, cane-mounted, and head+cane (synchronized
data from both). Reconstruction quality was quantified using
Peak Signal-to-Noise Ratio (PSNR), a standard metric for
evaluating visual fidelity in novel view synthesis.

To statistically evaluate the effects of configuration and
environment, we fit a hierarchical mixed-effects model with
configuration as a fixed effect and scenario (indoor vs.
outdoor) and location (nested within scenario) as random
effects. This model structure captures variability at multiple
levels of the environment hierarchy and isolates the effect of
sensor placement.

The results are shown in Table 6. The analysis revealed
a significant fixed effect of configuration on PSNR. The
head+cane configuration yielded the highest PSNR overall,
significantly outperforming both cane (Estimate = 1.204, SE
= 0.193, p < .001) and head (Estimate = 1.811, SE = 0.194,
p < .001). Interestingly, cane outperformed head (Estimate
= 0.607, SE = 0.223, p = .007), suggesting that while less sta-
ble, the cane-mounted viewpoint may capture more spatially
informative content. Random effects confirmed substantial
variability across scenarios (o2 = 7.346) and individual loca-
tions within scenarios (o2 = 5.906).

PSNR was consistently lower in outdoor environments, re-
flecting greater environmental complexity, inconsistent light-
ing, and visual sparsity. Model fit improved over simpler base-
lines (log-likelihood = —2934.81 vs. —3186.39), and residual
variance was substantially reduced (o2 = 7.51 vs. 11.57), in-
dicating that the hierarchical structure captured meaningful
variability.

Qualitative results in Figure 4 further illustrate these find-
ings: reconstructions from the head+cane configuration pro-
duced more coherent geometry and visual detail, especially
in cluttered indoor scenes and visually sparse outdoor spaces.

4.3 Summary of Quantitative Findings

Our results revealed a core trade-off between sensor stability
and spatial coverage. Head-mounted cameras consistently
produced accurate pose estimates and high-quality 3D point
maps across all environments, confirming their strength for
SLAM-based localization. In contrast, cane-mounted cameras
showed lower SLAM performance due to motion artifacts, but
captured complementary spatial information from a ground-
level perspective.

This advantage became more pronounced in downstream
NeRF-based scene reconstructions. Despite its SLAM limi-
tations, the cane-mounted configuration outperformed head-

mounted input in reconstruction quality. The combined head+-cane

configuration yielded the highest PSNR overall. A hierarchi-
cal mixed-effects model confirmed that sensor placement had
a significant effect on reconstruction quality, with additional
variability explained by scenario (indoor vs. outdoor) and
specific location.

Together, these findings suggested that while head-mounted
sensors are better suited for stable localization, cane-mounted
sensors contribute valuable spatial cues. Hybrid systems that
integrate both perspectives may offer the best of both by
balancing localization accuracy with broader environmental
understanding for assistive navigation tasks.
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Closest Closest
Cane-only Head-only Head+Can.e Cane-mounted Head-mounted
Reconstruction Reconstruction Reconstruction

frame frame

Indoor2 Indoor1 Outdoor2 Outdoor1

Indoor3

Figure 4: NeRF-based reconstructions using three input configurations—head-only, cane-only, and
head+cane—across multiple locations. Each row shows one scene: the first three columns depict synthesized
views generated from each configuration. The final two columns show the closest ground-truth frames captured
by the head-mounted and cane-mounted cameras, respectively, for visual reference. The combined configuration
consistently produces sharper, more complete reconstructions, capturing both ground-level geometry and
high-frequency environmental details.
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5 DISCUSSION

This work offers a fresh look at sensor placement in wearable
navigation aids for blind cane users. Through a qualitative
study grounded in the lived experiences of cane users and
O&M instructors, we identified key design values: augmenting
(not replacing) existing strategies, integrating seamlessly with
mobility tools, and minimizing cognitive load. We then con-
ducted a first-of-its-kind, head-to-head comparison of head-
and cane-mounted cameras under consistent experimental
conditions, isolating sensor vantage from user variation.

Our findings reveal that vantage alone is not inherently
detrimental to SLAM. Rather, the dynamic motion inherent
in cane sweeping drives SLAM degradation. Yet, that same
vantage yields more spatially informative views for 3D recon-
struction and complements the cane’s tactile function. Below,
we discuss how these results broaden the design space and
highlight potential pathways for future systems.

5.1 Sensor Placement Shapes Perception
and Performance

Our results confirm that sensor placement is not a one-size-
fits-all decision, but that it must be tailored to the intended
task and environment. All three sensor placements (head,
chest, cane) were rated as somewhat acceptable by our survey
participants (Table 2), but preferences appeared shaped by
prior exposure to commercial technologies. Head-mounted
devices (e.g., smartglasses) were familiar and widely dis-
cussed, likely contributing to their higher comfort ratings. In
contrast, cane-mounted systems have historically underper-
formed [27, 36, 41], and that skepticism was reflected in the
survey responses.

A key takeaway from our quantitative evaluation is the
trade-off between localization stability and richer spatial cov-
erage. Head-mounted cameras consistently delivered superior
SLAM estimates, especially in structured indoor environ-
ments (Table 4), aligning with prior observations that head-
level perspectives are optimal for stable feature tracking [31].
However, cane-mounted views revealed valuable low-level
scene details often missed by head-mounted sensors [1, 29],
which is particularly evident in our NeRF-based reconstruc-
tions (Fig. 4).

This vantage-based benefit may have been obscured in prior
studies by motion artifacts from cane sweeping. Our ablation
showed that motion, not viewpoint, is the main culprit behind
degraded SLAM performance (Table 5). Holding the cane still
improved pose estimation substantially. Thus, while dynamic
cane use injects noise, it also yields unique angles on the
environment. By explicitly comparing head and cane vantage
in the same loops, we demonstrate that cane-based data can
be highly advantageous when processed effectively.

However, technical challenges remain. The instability in-
troduced by natural cane sweeping led to degraded SLAM
performance, particularly in outdoor environments with fewer
visual anchors (Table 4). Addressing these issues will require
robust motion compensation techniques and algorithms that
can parse useful signal from inherently noisy input. Rather

than discarding cane-mounted vision, future systems should
invest in better understanding and adapting to its unique
dynamics.

5.2 Technology Should Extend or
Complement the Cane

Our qualitative study and survey data confirm prior work [37—
39] that obstacle avoidance alone is insufficient (Table 2);
participants emphasized goal-focused navigation and the irre-
placable role of cane feedback for near-field obstacle detection
and tactile exploration. Obstacle detection is already handled
effectively by the cane [46], whose tactile feedback remains
essential and difficult to replicate through other means. While
historically underperforming cane-based sensors may have
tempered expectations, participants nonetheless welcomed
solutions that enhance their existing techniques.

Survey participants expressed a clear preference for hands-
free systems that do not supersede the cane’s function, but
rather extend it. This openness to cane-mounted sensing
(despite past disappointments) underscores a crucial design
principle: technologies that align with the cane’s established
utility and user autonomy are more likely to be trusted
and adopted. Conversely, tools that attempt to replicate or
override the cane’s tactile feedback risk user skepticism and
high cognitive load.

5.3 Toward Adaptive, Multisensor
Navigation Systems

Our NeRF analysis showed that combining head- and cane-
mounted inputs produced the highest-fidelity reconstructions
(Table 6), reinforcing the notion that each vantage offers
distinct benefits. Future systems could capitalize on this
complementary coverage through adaptive multisensor ar-
chitectures. Rather than choosing between head or cane,
advanced solutions might selectively fuse data, thereby en-
abling stable localization from the head and rich scene detail
from the cane.

These findings echo broader user strategies observed in our
qualitative study, where blind cane users draw on multiple
sensory channels (auditory, tactile, and spatial memory) to
form holistic situational awareness. Similarly, sensor fusion
could balance the strengths of each vantage in real time,
or switch dynamically based on environmental cues (e.g.,
prioritizing head-mounted input for straightforward corridor
navigation, then augmenting with cane-mounted data when
scanning for near-ground features).

Achieving this vision demands algorithmic innovations in
motion compensation, real-time sensor fusion, and context-
aware feedback. Equally important is co-design with the blind
community to ensure that these systems reduce cognitive
burden and align with established O&M practices, rather
than imposing new workflows.

5.4 Limitations and Future Work

This study has several limitations that must be acknowledged.
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First, our evaluation involved a single blind co-author who
participated in the design, data collection, and interpreta-
tion process. This collaborative approach reflects established
co-design methodologies in HCI [4, 28] and was chosen to
ensure ecological validity and alignment with real-world nav-
igation strategies. Working closely with an experienced cane
user allowed us to explore complex scenarios, iterate on our
protocol, and focus our evaluation on isolating the effects
of sensor placement—something difficult to achieve with a
larger, short-term participant pool. However, this approach
necessarily limits the generalizability of our findings. Future
studies should expand to include a broader range of blind and
low vision users to assess usability, comfort, and performance
variability at scale.

Second, our study focused on short, relatively simple routes
in predefined indoor and outdoor environments. While these
scenarios reflect common last-mile challenges, they do not
fully capture the complexity of open-ended urban naviga-
tion or long-distance wayfinding. Longer-term, in-the-wild
deployments will be critical for understanding how wearable
systems perform in messy, real-world conditions.

Third, while our analysis focused on vision-based SLAM
and 3D reconstruction, we did not evaluate real-time sys-
tem feedback, user experience, or long-term adoption. And
although we identified promising trends (particularly the
benefits of combining perspectives) our work stops short of
training or deploying adaptive multisensor systems.

Looking forward, a large-scale, multi-user dataset collected
across real-world conditions could transform the field. Such
data would enable the training of more robust perception
algorithms tailored to blind users’ movement patterns and
sensor perspectives, improving SLAM, spatial awareness, and
ultimately trust in Al-driven navigation systems.

6 CONCLUSION

Our work reshapes the conversation around sensor place-
ment in wearable navigation aids by demonstrating that
vantage point is as pivotal as algorithmic design. Our head-
to-head comparison of head- and cane-mounted cameras (val-
idated under consistent, real-world conditions) revealed that
cane-mounted views, frequently discounted due to motion
instability, can capture indispensable ground-level details for
last-mile navigation. In fact, merging head and cane perspec-
tives consistently produced the most robust reconstructions,
underscoring the potential of hybrid sensor architectures.

Beyond establishing a technical benchmark, our study inte-
grates user-centered insights to highlight a deeper takeaway:
practical solutions must respect the cane’s established role
while extending its reach. Co-design with blind travelers,
rather than imposing top-down assumptions, enables tech-
nologies that are not merely functional, but truly empowering.
By balancing sensor stability with rich environmental cover-
age, and by aligning with existing O&M techniques, future
navigation systems can deliver both robust localization and
meaningful real-world adoption.

Apurv Varshney, Lucas Nadolskis, Tobias Hollerer, and Michael Beyeler
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